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1. Introduction

This contribution discusses the QoS handling for the ATM – IP interworking and makes a few conclusions. It also seeks to achieve agreement on the TNL QoS handling.

2. Background

As a background information it is shown briefly the TNL QoS handling for the ATM to ATM case and for the IP to IP case.

2.1. Case 1:
ATM SRNC – ATM DRNC
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Case 2: IP to IP


2.2. Case 2:
IP SRNC – IP DRNC
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3. Discussion

3.1. Case 3:
IP SRNC – ATM DRNC
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Case 3: IP to ATM


It can be agreed to that the QoS for a connection is known by the RNL of the originating node. In this case (3) when the originating node is an IP node, this IP node must first select the QoS level for the IP connection and then inform the IWU of the QoS level selected in order for the IWU to select the QoS level of the ATM part of the connection. The originating IP node uses the IP ALCAP to inform the IWU of the QoS level to be used on the IP part and on the ATM part of the connection. There are two ways the originating IP node can inform the IWU of the TNL QoS for the ATM part of the connection:

1. give the exact parameter values for the ATM ALCAP or 

2. give enough information so that the IWU can calculate the exact parameter values for the ATM ALCAP.

For bullet 2, it could be argued that it should be possible not to force an IP node to know "ATM stuff".

One possibility is to pass the SSCS bit rate and SDU size, together with the Diff Serv code point to the IWU. From this the Path Type, CPS SDU bit rate and size can be calculated. 

Note if the exact parameter values are given by the SRNC (bullet 1), there must be a pre-configured mapping in the IWU from ATM QoS to IP QoS and vice versa.

As the IWU needs to know how to set the QoS on the IP path and the ATM path, and there are justifications for using either bullet 1 or 2 from above, the following could be a possibility: 

Keep the ATM parameters, Link Characteristics and Path Type, intact and add to the IP ALCAP the parameters Diff Serv code point and “SSCS” bit rate and SDU size. Both the ATM parameters and the new “higher layer” parameters are valid options and can be used to set the appropriate QoS for the ATM path as well as for the IP path. It is an implementation choice if one set or both parameter sets are passed to the IWU in order to set the QoS for the ATM and IP paths.

3.2. Case 4:
ATM SRNC – IP DRNC
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Case 4: ATM to IP


For a connection setup from an originating ATM node to an IP node backward compatibility with R99/R4 must be considered. Therefore, the RNL in the originating ATM node can only select the QoS level for the ATM part of the connection, and the IWU shall select the QoS level for the IP part of the connection. The IWU makes the mapping from ATM QoS to IP QoS in a predefined manner.

4. ConclusionS

· For Case 1 and 2 there is a consensus within RAN3.

· For Case 4 there is no other option than the IWU doing the QoS mapping between the ATM path and the IP path, due to backward compatibility reasons. The ATM node could be a R99/R4 UTRAN node. 

· For Case 3 the question is what information shall the SRNC provide to the IWU in order for the IWU to set the QoS on the IP path and the ATM path. One possibility is to provide both ATM QoS parameters and IP QoS parameters to the IWU.

5. Proposal

Include the sections 2,3 and 4 into the study section of the TR [1].

It is also proposed to reflect this in the in the agreements section 7.9 (Backward compatibility with R99/Coexistence with ATM nodes) of the TR [1]:

“For interworking between IP nodes and ATM nodes, where an Interworking Function (IWF) with ATM interface and standardised IP UTRAN interface is used, the selection of the QoS to be used over both sections of TNL (IP section and ATM section) shall be done in the following way:

1) Connection setup from IP node to ATM node:
The originating IP node shall determine the IP QoS and provide QoS information to the interworking function to enable it to do proper setting of ATM QoS and IP QoS. The QoS information can be given explicitly by ALC (AAL type 2 Link Characteristics) and PT (Path Type) or implicitly by other parameters, e.g. Diff Serv codepoint, SSCS (Service Specific Convergence Sublayer) bit rate and SDU size. 

2) Connection setup from ATM node to IP node:
The originating ATM node shall determine the ATM QoS, the IWF shall map the ATM QoS provided by the originating ATM node to IP QoS.”

6. References

1. “IP Transport in UTRAN Work Task”, TR 25.933, V1.4.0.
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� In this section the Q.2630 has been used as an example of an IP ALCAP. However, the reasoning in this contribution is not dependent on a particular IP ALCAP.
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IWU maps ATM QoS to IP QoS and vice versa. The IWU sets the IP QoS level towards the DRNC.

The ATM SRNC sets the QoS level for both directions on the ATM path.
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